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[1] An integrated global model of climate, tropospheric gas phase chemistry, and aerosols
has been used to investigate the sensitivity of global ozone and fine particulate matter
concentrations to climate change. Two simulations corresponding to present (1990s) and
future (2050s) climates have been performed and compared. A future climate has been
imposed using ocean boundary conditions corresponding to the Intergovernmental Panel
on Climate Change SRES A2 scenario for the 2050s decade, resulting in an increase in the
global annual average values of the surface air temperature by 1.7�C, the lower
tropospheric specific humidity by 0.9 g H2O/kg air, and the precipitation by 0.15 mm d�1.
Present-day anthropogenic emissions have been used in both simulations while climate-
sensitive natural emissions were allowed to vary with the simulated climate. The
tropospheric ozone burden in the future climate run decreased by 5%, and its lifetime
decreased from 27.8 to 25.3 days. The tropospheric ozone change is driven primarily by
increased ozone loss rates through ozone photolysis in the presence of water vapor, which
on a global scale, more than compensate for the increased ozone chemical production
associated with increased temperatures. At the model surface layer, over remote regions,
ozone mixing ratios decreased by 1–3 ppbv, while polluted regions showed a relatively
smaller decrease of 0–1 ppbv and increased by 1–5 ppbv in some cases. The global
burdens and lifetimes of fine particulate matter species in the future climate run decreased
by 2 to 18% because of increased wet deposition loss rates associated with increased
precipitation. At the model surface layer, there are regions of decreases and increases in
the concentrations of fine particulate matter species. The increased surface layer
concentrations of some fine particulate matter species is primarily driven by lower
regional-scale precipitation and increased secondary production, where applicable. The
robustness of the predicted regional-scale changes for fine particulate matter species is
strongly dependent upon the predicted regional-scale precipitation changes.
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1. Introduction

[2] Several studies have suggested links between ozone
and fine particulate matter (PM) concentrations and mortal-
ity rates in addition to numerous other health problems
[Schwartz, 1996; Dockery et al., 1993; Krewski et al.,
2003]. Hence reduction of ozone and fine PM (PMf)
concentrations has become one of the key objectives of
air quality policy and regulation for many governments.
Both ozone and PMf concentrations are linked sensitively to
weather and climate. Key meteorological parameters influ-
encing pollutant concentrations include temperature, sun-

light, cloudiness, wind speeds and precipitation. Changes in
any or all of these meteorological parameters due to climate
change will necessarily impact concentrations of ozone and
PMf. However, the direction of change itself is often unclear
because of multiple competing effects.
[3] The motivation for this work is twofold. First, climate

change impacts on air quality may affect long-term air
quality planning. Currently, air quality planning on a short
term accounts for changes in emissions but assumes un-
changed climate. On longer timescales, it may be necessary
to loosen this assumption. While many air quality decisions
need only be made on short timescales, future investments
in the energy infrastructure and power plant regulations
have long-term implications where it may be useful to
consider their impacts under changed climate scenarios.
Second, the impacts of climate change on many important
issues have been considered to assess the overall danger
[Intergovernmental Panel on Climate Change (IPCC),
2001]. However, the impacts of climate change on air
quality are not very well understood. A better understanding
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of the impacts of climate change on air quality will
contribute to a more holistic assessment of climate change
impacts.
[4] Some previous studies have assessed the impact of

different meteorological parameters on air pollution at
regional and global scales. Sillman and Samson [1995]
performed regional-scale and 1-D global-scale simulations
to study the impact of temperature on ozone concentrations.
They concluded that ozone increases with temperature in
urban and polluted rural environments, with the increase
driven largely by peroxyacetyl nitrate (PAN) chemistry. On
the other hand, their 1-D global-scale simulations suggest
that increased temperature in the polluted boundary layer
may not lead to increased ozone in the free troposphere
because increased export of ozone is countered by de-
creased export of NOx. Aw and Kleeman [2003] used an
urban-scale air quality model to study the effect of interan-
nual temperature variability on air pollution in the Southern
California region. Their results indicate that ozone and
nonvolatile secondary PM generally increase at higher
temperatures due to increased gas phase reaction rates,
while semivolatile secondary PM could increase or decrease
depending on the ambient conditions. In an urban-scale
model study of the Milan region, Baertsch-Ritter et al.
[2004] studied the effects of various meteorological con-
ditions such as temperature, wind speeds and mixing height
on ozone concentrations. As a base case they modeled an
ozone episode that occurred on 13 May 1998 at 15h CET,
and compared it with model simulations for the same period
that incorporated the variation of individual meteorological
parameters. They found that increased temperature in-
creased peak O3 by 10 ppb �C�1 and the domain-average
O3 concentrations by 2.8 ppb �C�1. With regards to
increasing wind speeds, their results suggest an increase
in VOC (volatile organic compounds) limited areas, because
the VOC-limited ozone chemistry induced by point sources
is spread over a larger area.
[5] Stevenson et al. [2000] and Johnson et al. [2001]

studied the impact of climate change on tropospheric ozone
radiative forcing and methane lifetime using a 3-D chemical
transport model (CTM). Their climate change simulations
indicate that the dominant change in the tropospheric ozone
budget resulting from climate change is an increased de-
struction of ozone due to increased absolute humidity. Liao
et al. [2006], in a separate study with the same model [Liao
et al., 2003, 2004] as used in our study, found that the year
2100 global ozone and aerosol burdens due to CO2-driven
climate change alone are lower than the present-day levels,
as a result of faster ozone removal and increased aerosol wet
deposition, respectively.
[6] Previous studies, although relevant, have certain lim-

itations. Regional-scale modeling studies have focused on
perturbations of a small set of individual meteorological
variables such as temperature and their effect on air pollu-
tion. This is a potentially serious limitation because changes
in meteorological variables such as temperature, relative
humidity, mixing height and wind speeds seldom occur in
isolation and each affects ozone and PMf concentrations.
Another limitation of regional-scale studies is that their
assumption of constant boundary conditions (BCs) neglects
climate change impacts outside their domain. Furthermore,

regional-scale modeling studies are limited to specific
geographical locations.
[7] Previous global-scale modeling studies have exam-

ined the impact of climate change on ozone and its
precursors. Only one previous study [Liao et al., 2006]
(hereafter referred to as LIP06) addressed the simultaneous
impact of climate change on PMf concentrations. In contrast
to LIP06, which focused on the impact of climate change on
direct radiative forcings by ozone and PMf, the current study
is motivated by the impacts of climate change on air quality.
By way of methodology, LIP06 employed a version of the
model used in the current study that uses a q flux ocean
[Hansen et al., 1983], where the sea surface temperatures
(SSTs) and ocean ice respond to climate change. In contrast,
the current study employs a version that uses prescribed
SSTs and ocean ice. Finally, LIP06 predicts atmospheric
ozone and PMf concentrations for the year 2100. The
current study is potentially more useful for near-term policy
making given projections to 2050. Also, to address air
quality concerns, we present here regional-scale budgets
and changes as well as global-scale ones.
[8] In this study we employ a global model of climate,

tropospheric gas phase chemistry and aerosols [Liao et al.,
2003, 2004] to study the sensitivity of both global ozone
and PMf concentrations to climate change. Details of the
model and simulation methods are provided in section 2.
Ozone and PMf results are discussed in section 3. Finally,
the conclusions are presented in section 4.

2. Methods

2.1. Model Description

2.1.1. Overview
[9] We utilize in this work a ‘‘unified’’ model [Liao et al.,

2003, 2004], which consists of three major components:
(1) the Goddard Institute for Space Studies general circula-
tion model II0 (GISS GCM II0) [Hansen et al., 1983; Rind
and Lerner, 1996; Rind et al., 1999]; (2) the Harvard
tropospheric O3-NOx-hydrocarbon chemical model [Mickley
et al., 1999]; and (3) an aerosol model [Adams et al., 1999;
Chung and Seinfeld, 2002; Liao et al., 2003, 2004].
[10] The GISS GCM II0 has a horizontal resolution of

4� latitude by 5� longitude, with nine vertical layers centered
at 959, 894, 786, 634, 468, 321, 201, 103, and 26 hPa. The
GCM’s troposphere extends from approximately 984 hPa to
150 hPa. The version of GISS GCM II0 incorporated in the
current study uses specified monthly mean ocean boundary
conditions (OBCs) in the form of SSTs, sea ice coverage and
sea ice mass. The dynamical time step of the GCM is
1 hour. Necessary GCM variables are passed to the tropo-
spheric chemistry and aerosol modules every 4 hours.
[11] A total of 88 gas and aerosol phase species are

transported in the ‘‘unified’’ model. Of these, 24 species
are used to describe O3-NOx-hydrocarbon chemistry; the
remainder are for simulation of sulfate, nitrate, ammonium,
black carbon (BC), primary organic aerosol (POA), second-
ary organic aerosol (SOA), dust, and sea salt. As described
by Chung and Seinfeld [2002], reactive terpenes that, upon
atmospheric oxidation, lead to semivolatile products that
form SOA, are grouped into five hydrocarbon categories
according to the values of their experimentally measured
aerosol yield parameters. SOA formation due to the oxida-
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tion by O3 and OH is considered together, and it is
simulated using a two-product model. On the other hand,
SOA formation due to the oxidation by NO3 is simulated
using a one-product model. Sea salt is represented using
11 size bins, with 5 size bins having dry radius �1 mm,
while dust is represented using 6 size bins, with 2 size bins
having dry radius �1 mm [Liao et al., 2004]. The mass in
each size bin is treated as a separate species with its own
deposition behavior, but intersectional mass transfer by
aerosol microphysics is not simulated.
[12] The model is constrained in the stratosphere by

applying flux upper boundary conditions between the sev-
enth and eighth model layers (approximately 150 hPa) to
represent transport across the tropopause [Wang et al.,
1998]. As described by Mickley et al. [1999], the flux upper
boundary conditions for ozone is based on the observed
latitudinally and seasonally dependent cross-tropopause air
mass fluxes [Appenzeller et al., 1996], along with ozone-
sonde measurements at 100 hPa [Logan, 1999]. In the
current study, we specify a stratospheric ozone flux of
400 Tg yr�1, a value that was used in the previous model
versions [Liao et al., 2003]. We use this value for both the
present and future simulations discussed in section 2.2. By
doing so, this study does not investigate the influence of
increased stratospheric ozone flux under climate change,
which is likely to increase tropospheric ozone [Collins et
al., 2003].
[13] As described by Wang et al. [1998], the dry deposi-

tion of all gas phase species is determined based on the
resistance-in-series scheme of Wesely [1989], wherein the
dry deposition velocity is inversely proportional to the sum
of the aerodynamic, quasi-laminar sublayer and surface
resistances. The aerodynamic and quasi-laminar sublayer
resistances are calculated based on the GCM surface fluxes
of momentum and heat while the surface resistance is a
function of the surface type and the species. Particle dry
deposition velocities of all nondust, non-sea-salt species are
calculated based on the treatment for sulfate described by
Koch et al. [1999] while those for dust, sea salt, and
associated species are based on the work of Liao et al.
[2004]. Wet deposition is coupled with the GCM treatment
of clouds and precipitation [Koch et al., 1999; Del Genio
and Yao, 1993; Del Genio et al., 1996]. The size-dependent
wet deposition treatment for dust and sea salt is described
by Liao et al. [2004] and the references therein.
[14] Anthropogenic and natural emissions used in the

model are summarized in Liao et al. [2003, 2004]. Cli-
mate-sensitive emissions include isoprene [Guenther et al.,
1995; Wang et al., 1998], lightning and soil NOx [Wang et
al., 1998], DMS [Kettle et al., 1999], sea salt and mineral
dust [Liao et al., 2004]. The meteorological variables that
influence these emissions include temperature (isoprene,
soil NOx and DMS), solar radiation (isoprene), precipitation
(soil NOx and mineral dust), surface wind speed (DMS, sea
salt and mineral dust) and frequency of convective events
(lightning NOx). Therefore the model treats the climate
sensitivity of these emissions such that the emissions rates
of these species change between the present and future
simulations discussed in section 2.2. The climate sensitivity
of monoterpenes and sesquiterpenes emissions, which is
important to the formation of SOA, is not considered in this
study.

2.1.2. Heterogeneous Chemistry
[15] The only significant change compared to previous

versions of the model is with regards to heterogeneous
chemistry. Important heterogeneous reactions considered in
the ‘‘unified’’ model include hydrolysis of N2O5 on wetted
aerosol surfaces of sulfate, nitrate, ammonium, OC, and sea
salt; dust uptake of SO2, HNO3, and O3; and sea salt uptake
of SO2. SO2 and HNO3 deposited on dust particles are
assumed to oxidize to SO4

2� and NO3
�, respectively. The

SO4
2� and NO3

� formed on dust are treated as separate
species from other forms of sulfate and nitrate, and we refer
to them as SO4

2�(D) and NO3
�(D). The fraction of SO2 that

is taken up by sea salt and oxidized by H2O2 and O3 (in
aqueous sea salt aerosols) to sulfate is also tracked as a
separate species denoted SO4

2�(SSO). Sulfate and nitrate not
associated with sea salt or dust are simply designated as
SO4

2� and NO3
�, respectively.

[16] Liao et al. [2004] deliberately used high estimates of
uptake coefficients to bound the impacts of heterogeneous
reactions on gas phase chemistry and aerosol formation. In
this study, we used best guess uptake coefficients related to
the heterogeneous reactions. The major change is with the
uptake coefficient for N2O5 hydrolysis, which now depends
on aerosol type, relative humidity, and temperature [Kane et
al., 2001; Thornton et al., 2003; Hallquist et al., 2003], in
contrast with the single uptake coefficient of 0.1 used for all
aerosol types by Liao et al. [2004]. These new coefficients
lead to less hydrolysis of N2O5. The new dust uptake
coefficients for ozone and HNO3 are 10�5 [Bauer and
Koch, 2005] and 1.1 � 10�3 [Bian and Zender, 2003],
respectively, in contrast with the values of 5 � 10�5 and 0.1
used by Liao et al. [2004].
2.1.3. Fine PM Definition
[17] In the absence of size-resolved treatment of SO4

2�,
NO3

�, NH4
+, BC, POA and SOA in the ‘‘unified’’ model, we

assume that these species reside in particles associated with
the accumulation mode. Hereafter, we refer to these species
as fine PM. For dust and sea salt, we choose to show the
total amount. For SO4

2�(D), NO3
�(D) and SO4

2�(SSO), we
do not include them in fine PM for simplicity and because
they globally account for less than 10% of their burdens.

2.2. Simulations

[18] Two runs, each of five and a half year duration, were
performed with the first six months ignored to allow for
model initialization. All results, annual, seasonal or monthly
refer to averages over the remaining five years. The first run
corresponds to present-day (1990s) climate while the sec-
ond run corresponds to a future (2050s) climate scenario.
Hereafter, we refer to these runs as present and future runs,
and abbreviate them as PR and FR, respectively. Present day
anthropogenic emissions were used in both the runs while
climate-sensitive natural emissions were allowed to vary
with the simulated climate (see section 2.1.1).
[19] A present-day CO2 mixing ratio of 370 ppmv was

specified in both the runs. Future climate is imposed by
changing the OBCs that drive the general circulation model.
Changing the OBCs is an alternative method for imposing
climate change that is attractive because of the large
amounts of computer time that would be required for
simulating the equilibriaton of the ocean, if a greenhouse
gas forcing were imposed on the system [Cess et al., 1990].
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The OBCs used in this study were obtained from a transient
simulation performed using a fully coupled atmosphere-
ocean GCM (the GISS Model III [Russell et al., 1995;
R. Healy, personal communication, 2005]). That model was
run 250 years total, starting in 1850. Simulations based on
the trends in the concentrations of atmospheric greenhouse
gases prescribed by the IPCC SRES A2 scenario [Robertson
et al., 2001] and sulfate/carbonaceous aerosols described by
Koch [2001] were started in 1990, thus allowing for a spin-
up period of 140 years. The model was initialized from the
National Meteorological Center atmospheric observations
for 1 December 1977 and Levitus [1982] ocean climatolog-
ical temperature and salinity fields. The present and future
OBCs in the current study correspond to a decadal average
of the 1990s and 2050s from the above simulation, respec-
tively, with month-to-month variability.

2.3. Predicted Climate Change

[20] It takes approximately three months during the
6-month model initialization period for the surface layer air
temperatures to equilibrate to the changed OBCs, resulting
in a 1.7�C increase in the annually and globally averaged
surface layer air temperature. The spatial distribution of the
surface layer air temperature differences between the present
and future runs is shown in Figure 1a. The predicted differ-
ences shown in Figure 1a closely resemble the mid-21st
century surface layer temperature differences for the A2

scenario shown in the IPCCs Third Assessment Report
[IPCC, 2001].
[21] Changes in the hydrologic cycle play a key role in

the ozone and PMf results, as discussed subsequently. The
spatial pattern of the predicted changes in the surface layer
water vapor mixing ratios are shown in Figure 1b. This
corresponds to an increase of 0.9 g H2O/kg air (10%) in the
annually and globally averaged lower tropospheric specific
humidity, and a 1.62 Eg increase (14%) in the global
tropospheric water vapor burden. The predicted increase
(%) in lower tropospheric (984–854 hPa) specific humidity
per degree of global warming is 5.8% �C�1, and it is
consistent with other GCM simulations [Soden et al.,
2005; IPCC, 2001]. The global annual average precipitation
increased by 0.15 mm d�1 (4.7%) relative to the present run.
The predicted precipitation increase (%) per degree of
global warming is 2.8% �C�1, and it agrees well with the
ensemble mean of 3.6% �C�1 obtained from 19 AOGCM
simulations [Allen and Ingram, 2002].
[22] In order to evaluate the statistical significance of the

predicted global precipitation increase, a Welch two-sample
t test comparing the global annual average precipitation
(mm d�1) distributions between the present run (m = 3.16
and s = 0.06) and the future run (m = 3.31 and s = 0.08)
was performed. This test indicates that the predicted
0.15 mm d�1 increase in the global annual average precip-
itation is significant at a 95% confidence level. However, a
similar analysis on the predicted changes in the regional-scale
precipitation reveals that they are not significant at a 95%
confidence level. As a result, model predictions that depend
strongly on the predicted regional-scale precipitation
changes have a significant uncertainty associated with them.

3. Results

3.1. Ozone

3.1.1. Tropospheric Ozone Budget
[23] The annual tropospheric ozone (O3

t ) budget in the
present and future runs is shown in Table 1. The budget
presented here is for the odd oxygen (Ox) family defined as
the sum of ozone, O, NO2, 2 � NO3, 3 � N2O5, HNO4,
HNO3, and the peroxyacylnitrates. By evaluating the budget
for the odd oxygen chemical family as defined above, the
rapid cycling between the members included is better
accounted for. For example, free oxygen atoms are included,
as there is rapid cycling between O and O3. Also, NO2 is
included, as there is rapid cycling between NO2 and O/O3.
Similarly, other NOy species are included.
[24] In the future run, the most noticeable changes in

the O3
t budget are the decreased O3

t lifetime (t) from 27.8
to 25.3 days, an increased O3

t chemical production (by
145 Tg yr�1 or 4%) and an increased O3

t destruction rate
through O(1D) + H2O (by 120 Tg yr�1 or 6.8%). The future
O3
t burden itself decreased by 5.6% (17 Tg) relative to the

present run. The predicted changes in the O3
t budget agree

well with the simulation of Stevenson et al. [2000] for a
similar time period (2060) and scenario (IPCC SRES A2).
Their O3

t budget indicates a decrease of 4% in the O3
t burden

along with a 3% increase in the O3
t chemical production and

a 7% increase in the O3
t destruction through O(1D) + H2O.

[25] By utilizing the steady state definition of the lifetime
of a species (equation (1)) and linearizing the changes in the

Figure 1. Surface layer (984–934 hPa) annual average
differences (future run (FR) minus present run (PR)) of
(a) air temperatures and (b) water vapor mixing ratios. The
global annual average differences and units are indicated
above the top right corner.
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O3
t lifetime and the O3

t sources (S) about the present run, the
fractional change in the O3

t burden (M) can be approximated
using equation (2).

t ¼ M

S
ð1Þ

DM

MPR

¼ Dt
tPR

� �
SPR

þ DS

SPR

� �
tPR

ð2Þ

Hereafter, we refer to the first and second terms on the right
hand side of equation 2 as the sink effect and the source
effect, respectively. Application of equation (2) to the O3

t

budget shows that the source effect (+3.6%) is dominated
by the sink effect (�9.0%) on a global scale. However,
increased sources (O3

t chemical production) play an
important role on a regional scale, as discussed subse-
quently. The increased O3

t chemical production is due to
warmer temperatures that result in (1) increased chemical
reaction rates and (2) a less stable PAN, causing a greater
fraction of the oxidized nitrogen to be present as NOx

[Sillman and Samson, 1995].
[26] The shortened O3

t lifetime is driven primarily by
increased O3

t destruction rates due to the reaction (R2),

O3 þ hn �! O 1D
� �

þ O2ðR1Þ

O 1D
� �

þ H2O �! 2 OH
ðR2Þ

which, in turn, is a consequence of increased global water
vapor concentrations. Because the burdens in the two runs
are different, the impact of increased O3

t destruction rate by
the above reaction is captured better by its contribution to
the shortened O3

t lifetime. Since the O3
t lifetime with respect

to each loss mechanism has decreased relative to the present
run, we define a new parameter, tDproc, to assess their

relative contributions to the shortened overall O3
t lifetime.

The tDproc with respect to a loss mechanism (l) is what the
new overall O3

t lifetime would be if the O3
t lifetime with

respect to that mechanism alone changed in the future run.
The calculation of tDproc is illustrated in equation (3):

1

tDproc

¼
X
j j6¼lð Þ

1

tPR;j
þ 1

tFR;l
ð3Þ

where tPR,j is the O3
t process lifetime with respect to loss

mechanism j in the present run and tFR,l is the O3
t process

lifetime with respect to loss mechanism l in the future run.
O3
t process lifetimes and tDproc values are shown in Table 2.

It shows that the reduction in O3
t lifetime with respect to

reaction (R2) (from 63 to 56 days) would, by itself, decrease
the overall O3

t lifetime to 26.2 days, while decreased O3
t

lifetimes with respect to other loss mechanisms further
reduce the overall O3

t lifetime by smaller amounts.
3.1.2. Surface Layer Ozone
[27] Annual average surface layer ozone (O3

s) mixing
ratios in the present run are shown in Figure 2a, while
Figure 2b shows the differences (FR - PR) in O3

s mixing
ratios between the two simulations. In the future run, over
most remote regions (unpolluted or marine), O3

s mixing
ratios decreased by 1–3 ppbv. On the other hand, regions
with high ozone precursor emissions showed a relatively
smaller decrease (0–1 ppbv) in O3

s mixing ratios and an
increase in some cases (eastern United States, eastern China,
parts of the Indian Subcontinent, the Mediterranean and
South Africa).
[28] Over regions where the annual average O3

s mixing
ratios increased in the future run, the seasonal O3

s budgets
indicate that this increase is dominated by summertime
increases, which are in the range of 3–9 ppbv. To illustrate
this the summer (June/July/August) and winter (December/
January/February) O3

s budgets for the eastern United States
(95–80�W, 32–40�N) are presented in Table 3. The sink
and source effects for each season shows that the summer-
time O3

s increase occurs primarily due to the increased O3
s

chemical production. The relatively longer O3
s lifetime also

plays an important role when compared to the wintertime
O3
s changes, as discussed subsequently. The increased O3

s

chemical production is due to warmer temperatures, which
cause the PAN $ NOx equilibrium to favor NOx, and
increased biogenic HC emissions as suggested by the
sensitivity studies of Liao et al. [2006]. The longer O3

s

lifetime is due to the reduced O3
s dry deposition flux, which

more than compensates for the faster O3
s chemical loss rates.

The reduced O3
s dry deposition flux is due to increased

aerodynamic and quasi-laminar sublayer resistance. The
change in surface resistance itself plays a negligible role

Table 1. Annual Global Budget for Tropospheric Odd Oxygen

(Ox)
a

Present Run Future Run

Sources, Tg yr�1

Chemical production
NO + HO2 2270 2325
NO + CH3O2 820 850
NO + RO2 520 580
Total 3610 3755

Stratospheric flux 400 400
Total 4010 4155

Sinks, Tg yr�1

Chemical loss
O(1D) + H2O 1765 1885
O3 + HO2 885 890
Other reactions 690 730
Total 3320 3505

Dry deposition 670 650
Total 4010 4155

Net chemical production, Tg yr�1 290 250
Burden, Tg 305 288
Lifetime, days 27.8 25.3

aSee section 3.1.1 for the definition of Ox.

Table 2. Process Lifetimes for Tropospheric Ozone

Loss Mechanism

Process Lifetime, days

tDproc
aPresent Run Future Run

O(1D) + H2O 63 56 26.2
O3 + HO2 126 118 27.4
Other reactions 161 144 27.2
Dry deposition 167 162 27.6
aSee section 3.1.1 for the definition of tDproc.
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because key surface parameters such as the leaf area index
are being held constant. Moreover, the summertime surface
resistances are small relative to the aerodynamic and quasi-
laminar sublayer resistances. In contrast with the summer-
time O3

s increases, O3
s mixing ratios remained nearly

unchanged during the winter due to increased O3
s dry

deposition loss rates, which more than compensated for
the increased O3

s chemical production.
[29] The O3

s changes over the eastern United States
indicate that while changes in O3

s dry deposition played a
minor role globally, it plays an important role at the surface
layer. This is not surprising considering that dry deposition
is the dominant surface layer sink for ozone. The seasonal
pattern of the predicted O3

s changes shows that the in-
creased O3

s chemical production, by itself, may not be
sufficient to cause increased O3

s mixing ratios. On the other
hand, as suggested by the summertime increases, increased
O3
s chemical production could result in increased O3

s levels
if the O3

s dry deposition removal rates decreased or remain
nearly unchanged.

3.2. Fine PM Species

3.2.1. Global Budgets
[30] Annual global budgets for PMf species in the present

and future runs are shown in Table 4. It can be seen from

Table 4 that wet deposition is the dominant removal
mechanism for SO4

2�, NO3
�, NH4

+ and SOA, where it
accounts for more than 80% of the removal of these species
from the atmosphere. For BC and POA, removal by dry
deposition is also important. With regards to a comparison
of the budgets between the present and future runs, the
reduced future global burdens and lifetimes for all the
species is readily noticeable. Again, application of equation
(2) helps quantify the relative importance of the sink and
source effects to the global burden decrease for each
species. This is also shown in Table 4. For the PMf

inorganic species, the sink effect outweighs the source
effect. For the PMf organic species, this is true for BC
and POA, as their sources, i.e., primary emissions, are held
constant between the two runs. However, for SOA, the
source effect in the form of reduced aerosol:gas ratio is the
dominant factor in the global burden decrease.
[31] Changes in the hydrologic cycle in the future run

play a key role in the shortened lifetimes of the PMf species.
The shortened lifetimes of all the PMf species is due to
increased wet deposition rates, which, in turn, is a result of
the increased annual average global precipitation from
3.15 mm d�1 to 3.3 mm d�1 predicted by the GCM. While
precipitation effects dominate the response of other species,
the reduced SOA burden in the future run is primarily
driven by reduced partitioning of gas phase secondary
organics (SO) into the aerosol phase, as a result of warmer
temperatures. Increased precipitation itself plays a relatively
minor role by reducing the total secondary organic levels
from 1.74 to 1.73 Tg.
3.2.2. Surface Layer PMf

[32] Annual average surface layer concentrations of PMf

species in the present run are shown in Figure 3, while
Figure 4 shows the differences (FR - PR) in their surface
concentrations between the two simulations. In the future
run, there are regions of decreases and increases in the
surface concentrations of PMf species with practically zero
global average change. For most regions and species, the
change in surface layer concentrations is consistent with the
global trend, i.e., decrease. The factors contributing to this
decrease were elaborated in the discussion on global PMf

Figure 2. (a) Surface layer (984–934 hPa) annual-average
mixing ratios (ppbv) of ozone in the present run and
(b) annual average differences (future run (FR) minus
present run (PR)) of ozone mixing ratios. The global annual
average mixing ratio (or difference) and units are indicated
above the top right corner.

Table 3. Summer (June/July/August) and Winter (December/

January/February) Surface Layer (984–934 hPa) Odd Oxygen (Ox)

Budgets for the Eastern United States (95�–80�W, 32�–40�N)a

Summer Winter

PR FR PR FR

Sources, Gg yr�1

Chemical production 6944 8020 953 1066
Net transport �1208 �1707 297 232

Sinks, Gg yr�1

Chemical loss 2033 2529 410 406
Dry deposition 3703 3784 840 892

Burden, Gg 51.9 57.6 28.0 27.6
Lifetime, hours 20.0 20.2 48.4 46.0

Summer Winter

Sink effect +1.0% �5.3%
Source effect +10% +3.9%

aSee section 3.1.1 for the definitions of Ox and sink and source effects.
The present and future runs are denoted by PR and FR.
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budgets. Here, only those regions and species that deviate
significantly from the global trend are discussed in detail.
[33] The increased SO4

2� concentrations over the eastern
United States (100–65�W, 24–52�N) in the future run
(Figure 4a) are understood better when the seasonally
resolved changes in the SO4

2� burden, the regional-scale
precipitation, and the SO4

2� produced by the gas phase and
in-cloud oxidation of SO2 are considered together. These
changes are shown in Figure 5. Figure 5a shows that the
SO4

2� burden increased during the months May through
July, and January. The SO4

2� increase during the months of
January, June and July (JJJ) is due to the longer SO4

2�

lifetime caused by reduced precipitation (Figure 5b). In this
case, the SO4

2� increase due to the longer lifetime outweighs
the decrease caused by the reduced in-cloud SO4

2� produc-
tion (Figure 5d). Furthermore, the increased SO4

2� produc-
tion by SO2 + OH
 during the JJJ months is likely
contributing to the SO4

2� increase because of the longer
lifetime generally associated with the SO4

2� produced by the

gas phase oxidation of SO2 [Koch et al., 2003]. In contrast
with the SO4

2� increases during the JJJ months, the in-
creased SO4

2� burden during the month of May occurs due
to the increased in-cloud SO4

2� production. For the remain-
ing months, even though in-cloud SO4

2� production in-
creased significantly, the SO4

2� burden decreased due to
shorter lifetimes caused by increased precipitation.
[34] Analysis of the regional-scale organic PMf budgets

(not shown) suggests that the predicted increases in the
annual average surface layer concentrations of POA over
eastern Europe and Mediterranean (Figure 4e) as well as the
increases in organic PMf concentrations over northern
Africa (Figures 4d–4f) correlate strongly with the predicted
seasonal-scale precipitation decreases over these regions. It
is evident that the predicted regional-scale precipitation
changes play a key role in the changes of both inorganic
and organic PMf species. However, given the low statistical
significance of the predicted regional-scale precipitation

Table 4. Annual Global Budgets for Fine PM Speciesa

SO4
2� NO3

� NH4
+ BC POA SOA

PR FR PR FR PR FR PR FR PR FR PR FR

Sources, Tg yr�1 28.4 28.7 28.0 26.9 20.9 21.9 12 12 81 81 16.3 14.2
Sinks, Tg yr�1

Wet deposition 24.4 24.4 23.0 22.1 16.9 17.6 7.6 7.5 49.1 49.0 12.8 11.1
Dry deposition 4.0 4.3 5.0 4.8 4.0 4.3 4.4 4.5 31.9 32.0 3.5 3.1

Burden, Tg 0.36 0.33 0.8 0.7 0.47 0.42 0.22 0.21 1.28 1.24 0.29 0.24
Lifetime, days 4.8 4.3 10.4 9.5 8.2 7.0 6.5 6.4 5.8 5.6 6.5 6.2

SO4
2� NO3

� NH4
+ BC POA SOA

Sink effect �10% �9% �15% �2% �3% �5%
Source effect +1% �4% +5% 0% 0% �13%

aSee section 2.1.3 for the definition of fine PM. The present and future runs are denoted by PR and FR. The budget for sulfate is in TgS. See section 3.1.1
for definitions of the sink and source effects.

Figure 3. Surface layer (984–934 hPa) annual average concentrations (mg m�3) of (a) sulfate,
(b) nitrate, (c) ammonium, (d) black carbon, (e) primary organic aerosol, and (f) secondary organic
aerosol in the present run. The global annual average concentrations and units are indicated above the top
right corner. In each case, uniform temperature and pressure values of 298 K and 1000 hPa were used to
convert aerosol mass to aerosol concentrations.
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Figure 4. Surface layer (984–934 hPa) annual average differences (future run (FR) minus present
run (PR)) in the concentrations (mg m�3) of (a) sulfate, (b) nitrate, (c) ammonium, (d) black carbon,
(e) primary organic aerosol, and (f) secondary organic aerosol. The global annual average differences and
units are indicated above the top right corner. In each case, uniform temperature and pressure values of
298 K and 1000 hPa were used to convert aerosol mass to aerosol concentrations.

Figure 5. Monthly variation of differences (future run minus present run) in (a) SO4
2� burden (GgS)

in the surface layer (984–934 hPa), (b) column-integrated precipitation (mm d�1), and SO4
2� produced

(GgS month�1) by (c) gas phase and (d) aqueous phase oxidation of SO2 in the surface layer (984–
934 hPa) of the eastern United States. Months J through D refer to the months January through
December, and each month represents a 5-year average for that month.
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changes, the regional-scale fine particulate matter changes
have a significant uncertainty (see section 2.3).

3.3. Dust and Sea Salt

[35] Annual average surface layer concentrations of dust
and sea salt in the present run are shown in Figures 6a and 6c,
while Figures 6b and 6d show the differences (FR � PR) in
their surface layer concentrations between the two simula-
tions. As expected, the highest present-day concentrations
of dust are found over the Sahara and Gobi deserts, while
the highest sea salt concentrations are found over the
Southern Ocean. In the future run, large increases in the
surface layer concentrations of dust are predicted over
the Sahara and Gobi deserts. When compared to the changes
in dust concentrations, the changes in sea salt concentrations
are relatively small. The dust budgets for these regions (not
shown) suggests that this increase is primarily due to
reduced wet deposition associated with decreased regional-
scale precipitation. On a seasonal scale, increased dust
emissions associated with the increased wind speeds also
play a minor role. As can be seen from Figure 6b, the model
results suggest that increases in dust emissions over source
regions such as the Sahara desert could increase the dust
concentrations over nearby regions. However, given the
large uncertainties associated with total dust emissions as

well as their size distribution, it is difficult to predict
implications for fine PM.

4. Summary and Conclusions

[36] The sensitivity of ozone and fine particulate matter
concentrations to climate change is demonstrated by
performing simulations corresponding to present and future
climates using an integrated model of global climate,
tropospheric gas phase chemistry and aerosols. Future
climate is imposed using ocean boundary conditions
corresponding to the IPCC SRES A2 scenario for the
2050s decade, resulting in an increase in the global annual
average values of the surface air temperature by 1.7�C, the
lower tropospheric specific humidity by 0.9 g H2O/kg air,
and the precipitation by 0.15 mm d�1. Present-day anthro-
pogenic emissions were used in both simulations while
climate-sensitive natural emissions were allowed to vary
with the simulated climate.
[37] The future simulation shows that the tropospheric

ozone burden and lifetime decrease significantly in a warmer
climate. For example, it was found that the tropospheric
ozone burden decreased by 17 Tg (5.6%) and the tropo-
spheric ozone lifetime decreased from 27.8 to 25.3 days.
These decreases are primarily driven by increased ozone
loss rates through ozone photolysis in the presence of

Figure 6. Surface layer (984–934 hPa) annual average concentrations (mg m�3) and differences (future
run (FR) minus present run (PR)) in concentrations of (a and b) dust and (c and d) sea salt. The global
annual average concentrations (or differences) and units are indicated above the top right corner. In each
case, uniform temperature and pressure values of 298 K and 1000 hPa were used to convert aerosol mass
to aerosol concentrations.
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water vapor, which in turn is a result of increased water
vapor concentrations associated with higher temperatures.
On a global scale, the ozone chemical production increased
by 145 Tg yr�1 (3.6%) in the future simulation. This
increase is more than countered by increased ozone loss
rates.
[38] At the surface layer, over most remote regions

(marine or unpolluted), the annual average ozone mixing
ratios decreased by 1–3 ppbv. In contrast, regions with high
ozone precursor emissions showed relatively smaller
decreases of 0–1 ppbv and increases of 1–5 ppbv over
regions such as the eastern United States. These changes
display a strong seasonality in ozone chemical production
and ozone loss. For example, over the eastern United States,
it was found that the increased annual average ozone mixing
ratios were driven by summertime increases that resulted
from increased ozone chemical production, and to some
extent due to slower dry deposition.
[39] In the future simulation, the global burdens and the

lifetimes of all the fine particulate matter species decreased
2–18% relative to the present simulation, due to the
increased wet deposition removal rates associated with the
increased global annual average precipitation. While pre-
cipitation effects dominate the response of other species, the
decreased burden of secondary organic aerosol is primarily
due to reduced partitioning of gas phase secondary organics
into the aerosol phase, as a result of warmer temperatures.
[40] At the surface layer, the future simulation shows that

there are regions of decreases and increases in the concen-
trations of fine particulate matter species with practically
zero global annual average change. The monthly surface
layer budgets for the fine particulate matter species suggests
that regional-scale precipitation changes are key to these
changes. For example, it was found that over the eastern
United States, sulfate concentrations increased by nearly
1 mg m�3 during the months of June and July due to the
reduced precipitation during those months. However, given
the low statistical significance of the predicted regional-scale
precipitation changes, the regional-scale fine particulate
matter changes have a significant uncertainty. Nevertheless,
these results underscore the key role that precipitation

changes will play with respect to fine particulate matter
concentrations in future climate scenarios.
[41] Collectively, these simulations demonstrate that

changes in the hydrologic cycle in future climate scenarios,
will play a key role in the changes of both ozone and fine
particulate matter concentrations. The central role of water
and water vapor with respect to the predicted changes in this
study is summarized in Figure 7. With regards to the
robustness of the predicted changes in the hydrologic cycle,
regional-scale changes in precipitation and liquid water
content are highly uncertain. A better representation of
cloud and related processes in further work will help reduce
this uncertainty. However, the increased water vapor levels
and global precipitation predicted in the current study are
consistent with the predictions of other climate models in a
warmer climate scenario [Soden et al., 2005; Allen and
Ingram, 2002; IPCC, 2001]. Hence model predictions such
as the decreased global burdens of ozone and fine particu-
late matter species are robust.
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